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Abstract
Chinese part-of-speech (POS) tagging is important for Chinese NLP applications. While Chinese POS tagging is typically casted as a sequential tagging task, we find that it is easy to be structurally overfitting on the training data. We propose an “improved structure regularization (ISR)” method for Chinese POS tagging, which regularize the training sample into multiple mini-samples. By regularizing the training samples, we can simplify the structures, further improve the accuracy, and at the same time accelerate the training speed of the tagger. Experiments on standard Chinese POS tagging benchmark dataset show that our tagger achieves 95.56% on the test data, and at the same time with a by-product of 5× faster training speed. To our knowledge, this result is better than the existing best report.

1 Introduction
Chinese part-of-speech (POS) tagging is important for Chinese natural language processing applications, including named entity recognition, syntactic parsing, and statistical machine translation. Chinese POS tagging is typically casted as a sequential tagging task, and there have been many methods proposed for solving this tagging problem. A typical sequence tagger is implemented by using, for example, conditional random fields (CRF), via treating Chinese POS tagging as linear chain structured prediction problems.

However, as suggested by Sun (2014), structured learning is very easy to be overfitting. While it is obvious that structural dependencies can effectively incorporate structural information, it is less obvious that structural dependencies can also increase the risk of overfitting, and that more complex structures are easier to suffer from overfitting. Since this type of overfitting is caused by structure based complexity, it can hardly be solved by ordinary regularization methods such as $L_2$ and $L_1$ regularization schemes, which is only for controlling weight complexity. In our experiments we find that the traditional POS tagger based on linear chain structured prediction is easy to be (structurally) overfitting on the training data, which limits the accuracy of the trained tagger.

Inspired by Sun (2014), we propose an “improved structure regularization” method for Chinese POS tagging, which regularize the training sample into multiple mini-samples with simpler structures, deriving a POS tagger with less overfitting risk from structural dependencies. By regularizing the dependency structures of the training samples, we can simplify the structures, further improve the accuracy. In other words, the proposed method can be interpreted as a back-off method from “fully” structured prediction towards “partially” structured prediction, which is less easier to be overfitting and achieves better tagging accuracy. Moreover, as a by-product, “improved structure regularization” can accelerate the training speed of the tagger, simply because the structural dependencies are simplified.

The contribution of this work is that we propose an improved structure regularization method for Chinese POS tagging, which is easy to implement and can achieve substantially better results on Chinese POS tagging. As a by-product, the proposed method can also accelerate the training speed of the POS tagger. Experiments on standard Chinese POS tagging benchmark dataset show that our tagger achieves 95.56% on the test data. To our knowledge, this result is better than existing best report.
2 Improved Structure Regularization

In our Chinese POS tagging task, we find the structural dependencies are easy to suffer from overfitting. To deal with the overfitting from structural dependencies, we propose an improved structure regularization technique to simplify the structures in Chinese POS tagging, which is novel extension of the original structure regularization method described in Sun (2014). Here, the term “structure” indicates the the structure of tags, i.e., the structural dependencies among the tags. The Chinese POS tagging task is usually casted as a sequential labelling problem.

We follow the general idea of the pioneer work of Sun (2014) to develop the improved structure regularization algorithms for our Chinese POS tagging task, and the detailed method is different and novel compared with the prior work of structure regularization (Sun, 2014). Our improved structure regularization algorithm is described in Algorithm 1. We perform this sample-breaking operation as a simple preprocessing step before each training iteration. By forced breaking of the original training samples, we get new training samples with smaller complexity of tag interactions. We use a scaler $\alpha$ to denote the number of copied samples, with $1 \leq \alpha \leq n$, and $n$ is the length of the sentence (number of words). As we can see, actually $\alpha$ represents the strength of regularization, because the structure is going to be simpler when the value of $\alpha$ is increased. The exact value of $\alpha$ should be automatically tuned and determined by testing via cross validation or simply using the development data.

As we can see, the major difference of the proposed method compared with the existing structure regularization method is that we do not directly split the original samples into mini-samples. Instead, we copy the original sample into multiple copied samples. After that, we mask the copied samples by randomly masking some tags of the copied samples into null tags. Masking of the tags into null tags is to reduce the structural dependencies. In this way, the masked null tags are not involved in the gradient calculation, and will not increase the computational cost. One advantage of our improved version compared with the original structure regularization method is that the features are not affected by decomposing structures anymore, so that our method is more stable and can achieve better results, without increase on the computational cost. The implementation is also simpler and flexible by using this improved version.

In other words, our implementation of structure regularization is simply forced breaking of the tags of the training samples, and at the same time still keep the same words (i.e., do not break the words). We do not break the words because we do not want to lose features – some features are extracted based on a large local window, and we may lose those large window features if we also break the words.

We use an additional example to illustrate our idea. Suppose we have a sentence of 6 words, and this sentence has 6 POS tags in our POS tagging task. We denote this sentence as $(abcdef, 123456)$, where $abcdef$ represents the 6 words and $123456$ represents the 6 corresponding tags. Those 6 tags are inter-dependent as far as they are in the same training sample (i.e, in the same sentence), and we can say that this sentence has the structure complexity of 6. Then, suppose we want to regularize this structure of the complexity 6 to simpler structures of the complexity 2, we can simply (forced) break the original sample $(abcdef, 123456)$ into three new samples: $(abcdef, 12XXXX), (abcdef, XX34XX)$, and $(abcdef, XXXX56)$. In the new samples, the tag $X$ simply means there is no tag at this position, or more precisely, there is no need to tag the corresponding word. Hence, for the new sample $(abcdef, 12XXXX)$, it means we only care about the tags of $ab$, and we still keep the words $cdef$ because we simply do not want to lose the original features (for example, we can still use 3-gram or 4-gram features in this case). An illustration is shown in Figure 1.

3 Related Work

Many algorithms have been applied to computationally assigning POS labels to English words,
Algorithm 1 Improved Structure Regularization

1: **Input**: model weights \( \mathbf{w} \), training set \( S \), decomposition strength \( \alpha \)
2: repeat
3: Sample \( \mathbf{z} \) uniformly at random from \( S \)
4: Randomly copy \( \mathbf{z} \) into \( \alpha \) copied samples
5: For each copied sample, randomly mask \( (\alpha - 1)/\alpha \) continuous tags into null tags
6: Update for each copied sample \( \mathbf{z}' \) such that \( \mathbf{w} \leftarrow \mathbf{w} - \eta \nabla g(\mathbf{w}) \)
7: until Convergence
8: return \( \mathbf{w} \)

and such methods have been widely applied to many other languages as well. Previous work, however, shows that tagging for Chinese is more challenging and a number of augmentations and changes became necessary. While state-of-the-art tagging systems have achieved accuracies above 97% on English, Chinese POS tagging has proven to be more challenging and obtains accuracies about 94-95% (Tseng et al., 2005; Huang et al., 2009a; Hatori et al., 2011; Sun and Uszkoreit, 2012; Sun et al., 2013).

Early work usually formulated Chinese POS tagging as a sequential classification problem and employed various sequence labeling models for solution. Experiments in Huang et al. (2007) indicated that a naive HMM is very hard to achieve good classification performance. Huang et al. (2009a) proposed to utilize latent annotations to enhance an HMM and obtained significantly better accuracy.

More recently, Hatori et al. (2011) introduced a joint model for POS tagging and dependency parsing and showed that the POS tagging is improving with joint modeling. Sun et al. (2013) designed and used paradigmatic information to improve Chinese POS tagging. Sun and Uszkoreit (2012) proposed to use word clusters that are automatically induced from large-scale raw texts to improve Chinese POS tagging.
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